Microelectronics
and Computer Science

The functional architecture of the computer has traditionally been

shaped by the size of specialized components and concepts of how

people think. Microelectronics is now eliminating these constraints
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( :omputer science has grown up in
an era of computer technologies
in which wires were cheap and

switching elements were expensive. In-

tegrated-circuit technology reverses the
cost situation, making switching ele-
ments essentially free and leaving wires
as the only expensive component. In an
integrated circuit the “wires,” actually
conducting paths, are expensive because
they occupy most of the space and con-
sume most of the time. Between inte-
grated circuits the wires, which may be
flat conducting paths on a printed circuit
board, are expensive because of their
size and delaying effect. Computer theo-
ry is just beginning to take the cost re-
versal into consideration. As a result
computer design has not yet begun to
take advantage of the full range of capa-
bilities implicit in microelectronics. As
we learn to understand the changed rela-
tive costs of logic and wiring and to take
advantage of the possibilities inherent in

large-scale integration we can expect a

real revolution in computation, not only

in the forms of computing machines but
also in the theories on which their design
and use are founded.

Why is it that computation theory
needs to be revised? Suppose one sets
out to develop some theories of compu-
tation, hoping to put them to work
toward two ends: to establish upper
bounds on what is computable and to
serve as a guide to the design and use of
computing machines. Such theories
would presumably also advance under-
standing of computation processes and
perhaps shed light on the nature of
knowledge and thought. The theories
might be based purely on mathematical
reasoning or might also be based on fun-
damental physical principles. By mathe-
matical reasoning alone one can prove
many things about computers without
resorting to physical principles. Only by
attending to physical principles, how-
ever, can one make more quantitative
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statements about how long a computer
of given physical dimensions must take
to accomplish a given process, based on
the fact that information cannot move
around in the computer faster than the
speed of light and that it takes a certain
amount of matter, energy and space to
represent one bit, or binary digit, of in-
formation with a given reliability.

omputer science as it 1s practiced to-

day is based almost entirely on
mathematical reasoning. It is concerned
with the logical operations that take
place in computing devices. It touches
only lightly on the necessity to distribute
logic devices in space, a necessity that
forces one to provide communication
paths between them. Computer science
as it is practiced today has little to say
about how the physical limitations to
such communications bound the com-
plexity of the computing tasks a physi-
cally realizable computer can accom-
plish.

That is so in part because anyone who
thinks of a computer as a logical ma-
chine that performs logical, numerical
or algebraic operations on data will nat-
urally think of the machine in terms of
the mathematical notation relevant to
those fields. In such notations the sym-
bol x written in one place on the page is
identical in meaning with the symbol x
written in another place on the page.
The idea that communication in space is
required if such values are to be identi-
cal as represented in a computer storage
device has no place in the notation. The
notation itself focuses attention on the
logical operations, reflecting the fact
that human beings think most effective-
ly about only one thing at a time. A
mathematical proof is a sequence of
steps we absorb over a period of time,
and it is easiest to think of computing
devices that also do only one thing at a
time. The sequential approach to math-
ematics is not required inside a comput-

er, but the mathematical approach we
normally take to problems does not en-
courage us to think of approaches other
than sequential ones for the solution of
problems. Nearly all computers in oper-
ation today perform individual steps on
individual items of data one after anoth-
er in time sequence.

It was appropriate to ignore the costs
of communication when logic elements
were slow and expensive and wires were
relatively fast and cheap. Sequential
machines are appropriate to such tech-
nologies because they can be built with
a minimum number of switching ele-
ments. We have been led—by natural in-
clination, by our accustomed notations
for mathematics and by technology—to
develop a style of computing machines
and a body of computing theory both of
which are rendered obsolete by integrat-
ed-circuit technology. We have been
able to ignore the limitations placed by
physical principles on communications
inside computers because those commu-
nications did not slow down our opera-
tions appreciably and were only a small
part of the cost of the machines we built.
By making logic elements essentially
free and leaving communication cost
the dominant factor, integrated-circuit
technology forces us into a revolution
not only in the kinds of machines we
build but also in their theoretical basis.

Developing a new theoretical basis

“OM” CIRCUIT, an experimental microproc-
essor designed by the authors at the California
Institute of Technology, is notable for its high
degree of regularity, which makes it possible
to pack more logic and memory functions on
the chip. The main body of the chip (omitting
the communication interfaces at top and bot-
tom) is made up of 16 nearly identical col-
umns in four groups of four; each column rep-
resents one bit of a 16-bit computer. About
40 percent of the chip (lower portion) is mem-
ory; middle 20 percent is the “shifter” section
and top 20 percent is the arithmetic section.



